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Verantwortungsvolle Kl fur unsere Gesellschaft

STEPHANIE GYGAX | Wie Schweizer KMU mit KI echte Potenziale entfesseln | 27. Januar 2026 | algorithmwatch.ch



/ steckbrief

/ Job: Deputy Director of AlgorithmWatch CH

/ Areas of expertise: Business Administration &

Communication

/ When | read Al, | think: «Yes please, but for the

common good.»

/ What | wanted to be as a child: Kindergarten

teacher
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/ steckbrief

Job: Deputy Director of
AlgorithmWatch CH

Areas of expertise: Business
Administration & Communication
When | read Al, | think: «Yes please but
for the common good.»

/ eees What | wanted to be as a child:
kindergarten teacher

/ Job: Stellvertretender Direktor von

Q)

/ Was ich als Kind werden wollte:

Beruf: Stellvertretender Direktor von
. . . AlgorithmWatch CH

Kin de rga rtnerin Fachgebiete: Betriebswirtschaft &

Kommunikation

Wenn ich Kl lese, denke ich: «Ja bitte,

aber zum Wohle der Allgemeinheit.»

Was ich als Kind werden wollte:

Kindergartnerin
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/ Ahh ...

Wie kann ich dir helfen?

Sende eine Nachricht an ChatGPT
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wPredictive Policing»

Polizei-Software verdachtigt zwei von drei
Personen falsch

Schweizer Polizeikorps setzen einen Algorithmus ein, der die
Gefahrlichkeit von Einzelpersonen stark (berschatzt,

SRF

How a Discriminatory Algorithm Wrongly
Accused Thousands of Families of Fraud

Dutch tax suthorities used Sgonthms to automale an susters and
PUnitive Wit 0N low-Ievel Houd—tho results were Catastrophic.
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MIT Technology Review S|

ARTIFICIAL INTELLIGENCE

We tested Al interview tools. Here’s what we found.

One gave our candidate a high score for English proficiency whenrshe spokeonly in German. +

MIT TECHNOLOGY REVIEW

Wrongfully Accused by an
Algorithm

facial

ED BEWERBUNG 4.0

Wenn Algorithmen tiber
Karrieren entscheiden

Von Marcus Scheber, San Francisco 2510 2025, 2021 Leseaet: 11 Min
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NYTIMES
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A Teen Was Suicidal.
ChatGPT Was the -
Friend He Confided In. SR

Wie Videos und K| Angst vor Migranten
schiren sollen

NY Times

TAGESSCHAU.DE

Aufstieg von TikTok I:l‘:‘ NZZ fgx
@ Die maChtigste App der WElt Startseite Wirtschaft Sex auf X Musk in der Kritik wegen illeg:

SPIEGEL

Elon Musks Chatbot Grok ermdglicht es
seinen Nutzern, Deepfake-Nacktfotos zu
erstellen

Wenn Sibel Arslan ehrlich ware:

N X reagiert mit einer halbherzigen Massnahme auf Kritik, die

PROJEKT  4.OKTOBER2023  #AL  #GENERATIVEAI  #PUBLICSPHERE - #WAHLEN fir noch mehr Empﬁrung sorgt.
Neue Recherche

NzZz

Meinungsbildung gefahrden konnten

[Mioencen S
Ich heisse Sibel Arslan

TAGESANZEIGER

AlgorithmWatch CH



Ehe Washington Post m SignIn

WORLD Asla WarlnUraine Africa  Amercas  Cuxpe  Midae fast

ASIA

Behind the Al boom, an army of overseas
workers in ‘digital sweatshops’

AI IS DRAINING
WATER FROM AREAS
THAT NEED IT MOST

BLOOMBERG

+ Reuters World »  Business »  Markets »  Sustainability ~ Legal v More v

Tech giants' indirect emissions rose 150%
in three years as Al expands, UN agency

Raw Material __ ~ Hardware __ Trainingof Al E-Waste

we Al System Use ==

Extraction Manufacturing Models Disposal



S&P 500 Companies by Market Cap

NVIDIA Corporation

Microsoft Corporation

Amazon.com, Inc

Alphabet inc.

THE WALL STREET JOURNAL

Meta Platforms, Inc.

REUTERS

Saock Market Valus

1 HVIDILA 4.3 trillion
F Alphabst 3.9 trillion
1 Appl 1.6 trillion
L] Microsoit 3.4 trillion
i AMMazoan. Com .2 trillion
L] Broadoom 1.6 trillica
? wta Platform 1.5 trillion

[ Tesla 1.4 trillion
* Berkshing Hathanaay 1.0 trillice
L EX Litty Q84,4 billion
™ Walmart 9461 billion
T IPpongan Chase 832.5 billion

b isa 62 3.0 billion



/ Was wir also beobachten:

/ Algorithmen & Ki

/ ...werden in sehr sensiblen Bereichen eingesetzt und tangieren Grundrechte,

Demokratie und Nachhaltigkeit.

/ ... kbnnen gesellschaftliche Muster und Ungerechtigkeiten reproduzieren, was zu

diskriminierenden Ergebnissen fuhren kann.
/ ... sind keine neutralen und objektiven, sondern soziotechnische Systeme.

/ ... einige Wenige besitzen die Markt- und Meinungsmacht.

©
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/ Good news! Einiges haben wir selbst in der Hand.



/ Was wir tun konnen:

/ ... auf technischer Ebene
/ ...auf rechtlicher Ebene
/ ...auf Organisations/-Unternehmensebene

/ ... auf gesellschaftlicher Ebene



... auf technischer Ebene

Klare Prozesse & Verantwortlichkeiten definieren

Bewertung, Uberwachung und end-to-end Audits

sicherstellen

Richtlinien fur Erklarbarkeit und Transparenz einhalten




... auf rechtlicher Ebene

Schutz von Grundrechten beim Einsatz von Kl durch

offentliche und private Einrichtungen verbessern
Schutz des Zugangs zu verlasslicher Information

Marktmacht angehen und wettbewerbsrechtliche

Massnahmen prufen

Verantwortung & Rechenschaftspflicht auf

Anbieterseite sicherstellen

21. NOVEMBER 2024
Welche Kl wollen wir? Rahmenbedingungen

fur Algorithmen & Kunstliche Intelligenz




/ ... auf Organisationsebene

/ Nicht nach Problemen suchen, die mit Kl gelost

werden konnten

/ Prozesse & Richtlinen fUr verantwortungsvollen

Einsatz implementieren

/ Weiterbildungen und Trainings anbieten

M4 JANUARY 2026

) ) AlgorithmWatch’s guideline to
/ Stakeholder und betroffene Personen einbeziehen use generative Al responsibly




... auf gesellschaftlicher Ebene

> '
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\ ettty

grelyiye

Weniger Hype & spekulative

Zukkunftsszenarien i f’ S ed

Mehr Fokus auf tatsachliche

. ~ ;,'/ ,-’- - \. ) d\ ' ) \\
Auswirkungen auf Mensch & Gesellschaft wﬁl _B -3 ‘?g , !Je 41 A:}J\b“

Mitreden & Mitgestalten —-

Yutong Liu / https://betterimages ofai.org / https://creativeco mmo ns.org/licenses/by/4.0/

Die Frage stellen: «Welche KI wollen wir?»



/ Helft dabei, mitzugestalten!

/ Weiterlesen

algorithmwatch.ch/de/newsletter

/ Unterstutzen

algorithmwatch.ch/de/unterstuetzen/

DANKE FUR DIE AUFMERKSAMKEIT !



https://algorithmwatch.ch/de/unterstutzen/
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